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1 Abstract

A local dynamic one-equation subgrid model has been
used to carry out large-eddy simulations of unsteady spa-
tially developing compressible mixing layers. Simulations
of the supersonic mixing layers studied by Samimy and
Elliott!'? have been carried out. Despite the very high
Reynolds numbers of these flows and the comparatively
coarse grids employed, good qualitative and reasonable
quantitative results are obtained.

2 Introduction

It has long been noted that turbulent compressible mixing
layers grow slower than equivalent incompressible layers.
Birch and Eggars® believed that it was due to the mean
density gradient. Later work?® showed that the primary
cause of the reduced growth rate was linked to compress-
ibility.

Several ideas have been presented to account for this
decrease in growth rate. Papamoschou’ suggested that
this was due to eddy shocklets: regions of strong compres-
sion caused by the turbulent motion which would increase
energy dissipation. This increased energy dissipation has
been associated with the dilatation dissipation term in
the Reynolds averaged turbulent kinetic energy equation.
Zeman® and Sarkar et al.® developed models for the di-
latation dissipation term which were added to standard
k-¢ models. These models were able to better predict
the reduction in mixing layer growth rate associated with
increased compressibility.

A similar term exists in the LES subgrid kinetic energy
equation. For LES, however, very little work on dilatation
dissipation has been conducted. Spyropoulos and Blais-
dell’® claimed no such modifications were needed for their
dynamic algebraic model, since it apparently adjusted au-
tomatically to account for compressibility effects. Their
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work, however, did not investigate strongly compressible
flows. Therefore, the limitations of the dynamic model,
if any, were not thoroughly tested.

The importance of eddy shocklets was called into ques-
tion by Sandham and Reynolds!! who were unable to
find any such structures in 3-D DNS of temporal mix-
ing layers. They suggested, rather, that linear stability
theory accounted for most of the observed decrease in
mixing layer growth rates.'? Linear theory predicted the
increase in three dimensionality of mixing layers as con-
vective Mach number increases. This was found to be due
to oblique instability modes becoming dominant at high
compressibility, whereas purely two dimensional rnodes
dominate at lower convective Mach numbers. This is in
keeping with experimental observations.!3-16

Sarkar et al.’ also attributed some of the kinetic energy
growth rate reduction to the action of pressure-dilatation,
and derived a model for this term for Reynolds averaged
Navier-Stokes (RANS) solvers. A related term occurs
in the subgrid kinetic energy equation. The work by
Koutmos et al.l” used a model proposed by Schumann
to address this issue in an LES context. For compress-
ible decaying isotropic turbulence, however, pressure-
dilatation’s contribution to dissipation was found to be
insignificant.!®

A third mechanism proposed for the observed reduc-
tion in kinetic energy growth rates is the reduction in
Reynolds shear stress anisotropy. This reduction results
in decreased turbulent energy production.!® Sarkar has
found in direct simulations of homogeneous shear flow
that the reduction in kinetic energy growth is primarily
due to this reduced level of energy production, not any ex-
plicitly dilatational effects.??:?! While pressure-dilatation
and dilatation-dissipation were found to increase with
compressibility, they did not add appreciably to the over-
all dissipation.

The inability of conventional RANS based codes to cap-
ture the decrease in growth rate led to the development
of the models for dilatation dissipation. The inherent
weaknesses in the RANS approach, however, make gen-
eral development and application difficult. In this paper,
the LES technique is applied to study spatially evolving
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mixing layers. In LES, all scales larger than the grid
scale are captured using a time- and space-accurate nu-
merical scheme, and only the small scales are modeled.
The present approach uses a localized dynamic model for
the subgrid kinetic energy. It is the purpose of this paper
to demonstrate that the LES technique can be used to
capture the effects of compressibility without any model
adjustments.

3 Governing Equations

The equations of motion for LES are obtained by filtering
the Navier-Stokes equations. For compressible flow, the
standard technique is to use a Favre (or density weighted)
filter. This avoids some complexity, but gives rise to dif-
ficulties when comparing to experimental data, which is
not Favre filtered. Thus, here we explicitly include the
compressibility effects into the model by using standard
(not mass weighted) spatial filtering. Written this way,
the governing equations may be written as:
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The resolved viscous stress tensor in the above equation

takes the following form:
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Viscosity is assumed to follow Sutherland’s Law (using
the filtered temperature as the argument). The other
viscous term in the above equation, T;j;, is the filter of
the exact viscous stress tensor. The total energy is defined
here as:

(4)
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The subgrid kinetic energy (k°9°) is defined as:

1

k9 = o (W —

Ul ) (6)
The subgrid kinetic energy is allowed to evolve according
to its own transport equation, as described in the follow-
ing section The LES thermal conductivity (&) and inter-
nal energy (&) are, like viscosity, assumed to be functions
of the filtered temperature. Finally, the LES equation of
state is written as:

=PRI + R (oT - pT) (7)

4 Closure of Subgrid Terms

Many of the subgrid terms in the above equations have
been -found to be generally small (in compressible ho-
mogeneous isotropic flow??), and therefore they have
been neglected. These include the viscous subgrid terms
((Tij — ti;) and (TW;7q; — G;t;;)), the state equation sub-
grid term (R (p_T ,ET) ), and the subgrid heat convection

BT = 8T
811

The dens1ty—veloc1ty correlation term which appears in
the LES continuity equation (1) is a purely compressible
term which has no direct analog in constant density flows.
Some properties, however, can be deduced a priori. First,
this subgrid term may be rewritten as the difference be-
tween the Favre filtered and “straight filtered” velocity:

(8)

Obviously, since this term appears only in the compress-
ible equations, any model for it should vanish for a con-
stant density flow. Also, this term is expected to be sig-
nificant only in regions of strong compression, such as a
shock. This is in keeping with the findings of Chen et
al.,?® who investigated the differences between Favre fil-
tering and conventional filtering in the context of RANS
simulations of combustion. They found that the differ-
ences between 4 and 4 were virtually undetectable in re-
gions with mild density gradients. When density is vary-
ing more abruptly, it can be argued, in a fashion similar
to that used for the mixing length model of turbulent
heat flux,2* that the contribution of this term should be
proportional to the mean density gradient.

In light of this, a gradient diffusion model is adopted
for this term:
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The scaling factor in the above equation (.- desig-
nated the “compressibility viscosity”) is formulated in the
following manner. Since this term is expected to be sig-
nificant only near strong density (pressure) gradients, a
switch is used to prevent excessive dissipation from being
added to regions where the mean flow is smooth. It is
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defined in a discrete sense in a manner similar to that de-
veloped by MacCormack and Baldwin.?® On the i-faces,
for example, it may be written:

Si"i+-§.j,k =max (Sp, ;s Spisssn) (10a)
i+1,5,k = 2Pij im1,j
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A characteristic length and velocity can be used to obtain
the correct dimensions for this term. The grid spacing, A,
is chosen as the length scale. The characteristic velocity
is defined as the magnitude of the velocity normal to the
cell face. Thus the expression for the “compressibility
viscosity” may be written as:

(11)
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Numerical experiments on the one-dimensional non-
linear Burger’s equation have been used to obtain the
above form for the scaling factor. The Burger’s equation
was used as a model problem to test the behavior of the
numerical scheme (with an added dissipation term similar
to the proposed model) in the presence of sharp gradients,
such as those found at shocks. The exact solution (a hy-
perbolic tangent) is compared to the numerically obtained
solution to find an optimal value for the scaling factor for
different cell “Reynolds” numbers. A curve fit is applied
to the resulting data to obtain an analytic expression for
the scaling factor (at a cell face): The value used for K4
is 0.257, and the minimum cell Reynolds number is 1.67.
A value of 0.60 was used for the scaling coefficient, a.,
in this work. The denominator of the above expression
for cell Reynolds number includes an eddy viscosity (v¢),
which is defined as:

vi = e, V9 A (13)
The eddy viscosity is used in modeling the “incom-

pressible” portions of the subgrid terms for the momen-
tum, energy, and subgrid kinetic energy equations. In the
momentum equation, the “incompressible” portion of the
subgrid stress tensor is modeled as:
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In the energy equation, the pressure-velocity correlation
and convective subgrid terms are combined by rewriting

them in terms of total enthalpy and modeled as:
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Finally, in the subgrid kinetic energy equation, the trans-
port of £°9% by subgrid processes is modeled as:

(16)
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The “compressibility” viscosity v, is used to model ad-
ditional effects of compressibility in the momentum, en-
ergy, and subgrid kinetic energy equations (using simple
gradient diffusion models). Incorporating the above mod-
els and assumptions into the governing equations results
in the following model LES equations:
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The above equations contain three model coeflicients
(¢y, ce, and c.). These coeflicients are computed dynami-
cally for this study. In order to do this, it is assumed that
the subgrid scales behave very much like the smallest re-
solved scales. This proposition has been experimentally
shown to be reasonable for the subgrid stress tensor by
Liu, et al.?® for the case of free jets. A “test” filter is used
to isolate the smallest resolved scales. This filter (denoted
by a circumflex- e.g. ?4;) must have a characteristic length,
3, larger than the grid resolution. Usually A is taken to
be twice the size of the local grid spacing (A), but this is
somewhat arbitrary. Coefficients may then be computed
by comparing quantities that are resolved in the LES flow
field but not by a corresponding “test” filtered field.

Because only positive filters are used in this work,
the incompressible portion of the subgrid stress tensor
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(Tfjgsm) must be positive semidefinite. Therefore, the
model coefficient, ¢,, is constrained such that the result-
ing modelled tensor has this property. The conditions
which enforce this are known as the “realizability” condi-

tions.?” These may be stated as follows:

7395 > 0for a € {1,2,3} (23a)

012
ng()l < ng;“ 295 for o, € {1,2, 3}(23b)
det( sgs! ) >0 (23¢)

Note that, unlike conventional tensor notation, re-
peated indices in the above expressions do not indicate
summation. In addition, ¢, is also constrained such that
the resulting effective viscosity (v + 1) is positive. The
other two constants (cE and ce) are also constrained to be
positive.

The subgrid stress tensor model coefficient is found us-
ing the following equation:
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The dissipation model coeflicient is computed as:
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where the viscous stresses resolved on the test filtered
field are defined as:
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The energy equation model coefficient is computed as
follows:

(29)
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The above model differs from the original compress-
ible extension®® of Germano’s dynamic model?® in that,
rather than being completely algebraic, the current work
uses the subgrid kinetic energy, which develops with the
rest of the flow field, as the basis for deriving the veloc-
ity scale used to compute the eddy viscosity. The sub-
grid kinetic energy acts as a limiter on the eddy viscosity,
eliminating much of the instability which, in previous dy-
namic models, necessitated ad hoc averaging in one or
more homogeneous directions. Any remaining instability
is controlled through the enforcement of the conditions
(e.g. realizability) discussed above.

5 Numerical Algorithm

The choice of numerical algorithm is extremely important
when attempting to perform time-accurate simulations of
turbulent flows. Schemes which give excellent results for
other applications, are often unacceptable due to exces-
sive numerical dissipation. An example of this is shown
in figure 1. In this plot, three different schemes are em-
ployed to simulate the same homogeneous isotropic tur-
bulent flow on a coarse grid, but without any subgrid
model. The three schemes are the Gottleib-Turkel®® ex-
tension of the MacCormack scheme (GT 2-4), a fifth order
upwind-biased, Advection Upstream Splitting Method
(AUSM) scheme,®! and a new scheme (New 2-4) which,
like GT 2-4, is a higher order extension to MacCormack’s
scheme. The experimental results are from Comte-Bellot
and Corrsin’s grid turbulence tests.’> Without a model,
the 2-4 schemes show significantly less energy decay than
the experiment predicted, but the AUSM scheme, because
of its much higher level of numerical dissipation, obtains
results which mimic the experiment.
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Figure 1: Comparison of predicted kinetic energy decay
for various numerical schemes

If one could rely on the numerical scheme’s dissipation
to damp the resolved energy at the correct rate, then sub-
grid models would be unnecessary. Unfortunately, there
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are no guarantees that this will take place. In this case,
for example, while the resolved energy is being dissipated
as the solution progresses, AUSM’s results do not match
the experiment. Thus a subgrid model is still necessary. If
the cell Reynolds number can be kept low enough, the ef-
fects of numerical dissipation will remain sufficiently small
that the subgrid model can still function. The Reynolds
number for this case, for instance, while high enough to
make DNS difficult, is still comparatively low, and the
numerical dissipation has not exceeded the actual dis-
sipation observed in the experiment. For a truly high
Reynolds number flow, however, it is easy to see that
the dissipation in the AUSM scheme would overwhelm
the viscous and turbulent forces to the extent that no
subgrid model could compensate enough to obtain the
correct results.

The numerical scheme used for this work is a
MacCormack-type method similar to the Gottlieb-Turkel
method.?% In contrast to that method, the current scheme
is truly fourth order in space (on a uniform grid) and (like
Gottlieb-Turkel) it is second order in time. The algorithm
is implemented in a finite volume sense. On stretched
grids, the algorithm uses an interpolant which attempts
to preserve some of the properties that the scheme has on
uniform grids, but the scheme does not remain strictly
fourth order.

6 Model Validation
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Figure 2: Resolved kinetic energy of isotropic LES com-
pared with grid turbulence experimental data

Several decaying isotropic cases have been run to validate
the numerical scheme and the model. The first case to be
considered here attempts to duplicate the grid-turbulence
experiments of Comte-Bellot and Corrsin.*?> Figure 2
shows the results (on the same 32° grid) from two different
schemes (Gottlieb-Turkel’s 2-4 and the current 2-4) and
different modelling strategies (no model, the conventional
Favre filtering approach, and the current approach). As

can be seen, the two numerical schemes give very similar
results. Also, without a model, the energy decay is not
properly captured. Finally, in the near-incompressible
regime, it is seen that the Favre filtering approach and the
current approach to subgrid modelling yield the same re-
sults. This is to be expected, since the difference between
a Favre filter and a ‘straight’ filter is solely dependant on
density variations.
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Figure 3: Comparison of the resolved kinetic energy from
LES with the filtered experimental data

Two grid resolutions were run (322 and 483). The decay
of the mean resolved kinetic energy is plotted in figure 3.
It should be noted that, for a direct simulation, a grid of
on the order of 384°% points would be needed. Even with
the fairly coarse 32° grid, the model predicts reasonable
agreement with the experimental data. Naturally, the 483
case is in even better agreement. These results are con-
sistent with those of other researchers'®:3%:34 and demon-
strate the validity of the model in the near-incompressible
regime.

To examine the behavior of the model in a more com-
pressible regime, LES results (on a 162 grid) from a decay-
ing isotropic case are compared with filtered DNS results
(on a 643 grid) for the same case. The initial turbulent
Mach number for the DNS was 0.826, and the initial Tay-
lor Reynolds number was 34.9. Again, the code obtains
good results, as shown in figures 4 {mean Mach number),
5 (resolved kinetic energy normalized by the experimen-
tally measured initial kinetic energy), and 6 (RMS of den-
sity fluctuations normalized by the mean density).

7 The Mixing Layer Simulations

Isotropic turbulence cases, such as those discussed above,
can be useful in model development, but the real chal-
lenge for LES lies in applying it to problems of a more
practical nature. As a step in that direction, spatially
evolving mixing layers were studied. The simulated mix-
ing layers were designed to duplicate the experimental
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Figure 4: Evolution of the mean Mach number in com-
pressible decaying isotropic turbulence
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Figure 5: Decay of mean resolved kinetic energy in com-
pressible decaying isotropic turbulence

work of Samimy and Elliott. The incoming flow parame-
ters for these two cases are summarized in Table 1. Here,
M. is the convective Mach number.> The Reynolds num-
ber for both of these cases is on the order of one million
per meter.

7.1 Computational Domain

The domain used for the simulations of both cases (shown
schematically in figure 7) starts just upstream of the split-
ter plate lip, and ends 0.4 meters downstream of the
lip. Since experimental data is only available for the first
250 mm, this allows a sufficient buffer to prevent corrup-
tion of the solution from the outflow boundary. As in the
experiments, the splitter plate is 0.5 mm thick at the lip.
In the experimental rig, the subsonic side of the splitter
plate was machined at approximately a 1° angle. This

0.25 . . . .
— Filtered DNS
o) O16 LES
020 F o -
0
01s | Q .
. e}
R o
\-.
ﬁs
e 0.10 b 4
0.05 - 4
0.00 . . : :
0.0 0.5 L0 1.5 2.0 2.5
Time

Figure 6: Normalized RMS of density fluctuations in com-
pressible decaying isotropic turbulence

Case Tp (K) P, (kPa) M; M, M,
1 291.0 314.0 1.80 0.51 0.53
2 276.0 722.0 301 045 0.88

Case U (m/s) %12 % § (mm)
1 479.5 0.355 0.638 8.0
2 597.7 0.246 0.370 9.2

Table 1: Flow parameters for spatial mixing layer cases

is ignored, however, for the LES, and the subsonic side
of the splitter plate is assumed to be aligned horizontally.
The full height of the experimental rig (152.4 mm) is sim-
ulated, but only the middle 76 mm (out of 152 mm) are
computed in the spanwise direction.

Figure 7: Spatial mixing layer computational domain
schematic

The grids employed for this case had a curvilinear H-
H topology. Three different grids were used in order to
investigate the effects of resolution: 61 x41x 18,91 x61 x
34, and 121 x 91 x 50 (including ghost points). Of these,
the two higher resolution grids gave essentially the same
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solution (although, by definition, true grid independence
will never be obtained in an LES).?2 Only the results
from the highest resolution grid are presented here.

7.2 Boundary Conditions

The upper and lower boundaries are treated as slip-walls,
since the grid does not have adequate resolution to resolve
the boundary layers. Periodic boundary conditions were
used in the spanwise direction. This was done for con-
venience rather than any requirement of the code or the
subgrid models. The flow at the outflow boundary was
computed after the manner of Thompson® and Poinsot
and Lele.3® The inflow on the supersonic side is fully spec-
ified, while on the subsonic side, a characteristic bound-
ary condition was employed. In order to better match
the experimental predictions, pseudo-turbulent velocity
fluctuations were added at the inflow boundaries.

Conceptually, the present approach to inflow turbu-
lence may be described as computing a “box” of frozen
turbulence which is convected by the mean flow into the
computational domain This field is computed initially in
a cubic domain that is assumed periodic in all directions.
For the sake of economy, it is computed on a 48 uni-
form Cartesian grid. Given the assumed spectrum (sim-
ilar to Lee, Lele, and Moin®"), this level of resolution
is sufficient to capture the majority of the energy con-
taining wavenumbers, but it does mean that near the
splitter plate, where grid points are highly concentrated,
the computational domain is able to resolve much higher
wavenumbers than are calculated in the inflow turbulence.
For curvilinear grids, the velocity field must now be in-
terpolated to a grid whose j-k planes (which are also y-z
planes in the current spatial mixing layer case) match the
actual inflow boundary grid and are uniformly spaced in
the ¢ direction (which is aligned with the z coordinate
axis- the direction of mean flow). Here, the inflow bound-
ary is vertical and is uniformly spaced in the k direction,
so that a simple cubic spline along vertical grid lines is suf-
ficient, but in other, more general, cases a two- or three-
dimensional interpolating technique would be necessary.

One now has a solenoidal isotropic velocity field which
has been computed on a grid which can be allowed to
“convect” into the computational domain. This field,
however, does not take into account the experimentally
determined distribution of turbulence, nor does it take
into account the varying distribution of resolved and un-
resolved turbulence due to differences in grid cell sizes.
Thus, the velocity field must be modified, and a subgrid
kinetic energy field computed such that the following re-
lationship is satisfied:

— 2 5
<u 2>ik + 3 (B*9%) i = 0uly) (33)
In the above equation, the angle brackets, (),,, repre-
sent averaging in an i-k plane. Note that in a more gen-
eral configuration, averaging would be performed only in

the ¢ direction, since the grid might vary in the k& direc-
tion. The other terms in the above equation are defined
as follows: v’ is the resolved inflow turbulence u-velocity
field; k°9° is the (yet to be determined) subgrid kinetic
energy relative to the grid at the inflow boundary; and
0, is the experimentally determined streamwise turbu-
lent intensity (from Elliott? for the current work). In the
absence of more complete information, the v and w com-
ponents of velocity are assumed to behave in the same
manner as u.

Given the assumed form of the energy spectrum and the
grid resolution, an estimate can be made for the fraction
of the turbulent energy which is resolved and how much
energy is in the subgrid. Once the subgrid portion of
the energy is known, the resolved turbulent velocity field
which is entering the computational domain through the
location in question can be scaled as follows:

U
( ‘L) final

In the above expression, <u;u;> is the average (in the

x — z plane) of the unscaled inflow velocity perturbation
field and FE,4 is the fraction of energy in the subgrid.
One can also compute the average value of kyy, which
will enter the computational domain at this point:

R 3Esgso2 _

This provides an estimate for the average amount of
subgrid kinetic energy entering at any given point, but it
does not provide any information about its specific spatial
distribution. Several researchers (such as Liu et al.?® and
Meneveau®®) have found that the actual subgrid terms
are similar to the highest wavenumber components of the
resolved field. In keeping with this idea (and similar to
the dynamic model coefficient calculations), the subgrid
kinetic energy field is computed using the resolved field
and a test field. This is then scaled to match the predicted
value of the average subgrid kinetic energy from equation
36:

—— ~ o~ kigs
koot = (uju] — ulu] ) =" (36)
! I !
<“j“j “j“j>
Tz

For the supersonic side of the mixing layer, the pertur-
bation velocities are added to the mean quantities and the
sum is directly specified at the inflow boundary. For the
subsonic side, however, while the v and w components of
velocity can be specified directly, the velocity perturba-
tion in the streamwise direction is input as a perturbation
in the total pressure and total temperature.. This is found
to work reasonably well, although this case is not really a
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fair test, because the high speed side’s perturbations are
so much larger than the low speed side’s that the latter
are comparatively insignificant. Indeed, Samimy and El-
liott have presented no data on the boundary layers or
levels of turbulence for the low speed side inflow.

7.3 Results

The general procedure used for both the cases presented
here was to run the solver until the initial conditions had
been washed out of the domain. At this point (designated
as a single flowthrough time), time averaging was begun.
The simulations were then run for four (M. = 0.86) or five
(M, = 0.51) more flowthrough times. By this time, the
time-averaged statistics were essentially stationary. De-
spite the relative coarseness of even the finest grid used in
this study (121 x91x50), the results are surprisingly good
when compared to experiment. The momentum thickness
as a function of position downstream of the splitter plate,
shown in figure 8, is reasonably well captured by the LES.
The effect of compressibility is shown in the decrease in
thickness (both in the simulation and experiment) for the
higher convective Mach number case.

5.0 : ; . . .
OBxp- M, =0.51
—— LES-M_ =051
40 £ OExp- M, =0.86
— LES- M, =0.86
3.0 5
E o
20 L g
1.0 3
00 . l . . .
0 50 100 150 200 250 300
X (mm)

Figure 8: Comparison of LES predicted momentum thick-
ness with the experimental data of Samimy and Elliott

In general, the simulation results for the M, = 0.51
agree very well with experiment. Normalized velocity
profiles for this case at various streamwise stations are
plotted in figure 9. The agreement with the experimen-
tal data is excellent. As the figure shows, the self-similar
character of the mean flow is well resolved by the current
scheme.

Turbulent quantities are also in good agreement with
experiment. Figure 10 shows streamwise turbulent in-
tensity profiles at the same locations as for the previous
figure. Both the peak magnitude and the overall distri-
bution of turbulence are well predicted compared to the
experiment. The width is correct, as is the shape and the
self-similar nature of the profiles. Note, however, that

the freestream values are underpredicted {probably due
to lack of resolution in these areas). As with the exper-
iment, the U* profiles showed self-similarity earlier than
the turbulent quantities, which are not fully similar until
150mm downstream of the splitter plate. For the suc-
ceeding plots of turbulent quantities, data is shown only
for those measuring stations which are downstream of the
onset of self-similar behavior.
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Figure 9: Normalized mean velocity profiles in the M, =
0.51 mixing layer
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Figure 10: Profiles of streamwise turbulence intensity in
the M, = 0.51 mixing layer

The lateral turbulence intensity, shown in figure 11, is
also in excellent agreement with experiment. Not only
are the shape and the width of the profiles in the self-
similar region correct, but the magnitude is also correct.
The Reynolds stress profiles (uv’) shown in figure 12, are
not as well resolved. Although the width of the profiles is
correct and self-similar behavior is predicted, the magni-
tudes are significantly higher in the simulation. There are
several possible sources for this error. It may be a result
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of deficiencies in formulation of the current model. Errors
in the numerical scheme (either dispersion or weaknesses
in the scheme’s ability to handle sharp curvature) might
also play a part. Another possibility is a deficiency in the
incoming pseudo-turbulence.
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Figure 11: Profiles of lateral turbulence intensity in the
M, = 0.51 mixing layer
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Figure 12: Reynolds stress profiles in the M, = 0.51 mix-
ing layer

The ability of the LES to capture the higher moments
was also evaluated. Figures 13 and 14 show respectively,
the streamwise and lateral turbulent transport of turbu-
lent kinetic energy. It can be seen that these third or-
der velocity fluctuation correlations are in excellent agree-
ment with the measured data. Similarly, the streamwise
and transverse velocity skewness are also well resolved
for this case (see figures 15 and 16). Self-similarity is
achieved, and the profiles show the correct shape and
magnitude within the core region. The peak values, how-
ever, are slightly overpredicted. This is due to the pre-
viously discussed drop-off in the predicted turbulence in-

tensities away from the core region.
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Figure 13: Streamwise turbulent energy transport in the
M. = 0.51 mixing layer
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Figure 14: Lateral turbulent energy transport in the
M, = 0.51 mixing layer

The velocity flatness profiles (figure 17 and 18) also
show very good agreement with experiment in the major-
ity of the mixing layer. On the high speed side, however,
the results become unstable above a non-dimensional co-
ordinate of 0.5. Similar, though not as dramatic, instabil-
ity is observed on the low-speed side for (y —yo.5)/6., less
than 1.0. The reasons for this behavior are the same as
those cited above for the skewness: the underprediction
of the turbulence intensity at the fringes of the mixing
region.

The current model, therefore, has been quite success-
ful in predicting the major features of a low to moderate
compressibility mixing layer. Self-similarity is achieved in
the core region of the mixing layer for all of the turbulent
moments that were examined. Quantitative and quali-
tative agreement was obtained with experiment on all of
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Figure 15: Streamwise velocity skewness profiles in the

M, = 0.51 mixing layer
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Figure 16: Lateral velocity skewness profiles in the M, =
0.51 mixing layer
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Figure 17: Streamwise velocity flatness profiles in the
M, = 0.51 mixing layer
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Figure 18: Lateral velocity flatness profiles in the M, =
0.51 mixing layer

the quantities examined except the off-diagonal Reynolds
stresses (R, ), which were somewhat overpredicted.

In general, the results from simulations of the M, =
0.86 mixing layer show more divergence from the experi-
mental results than for the previous case. As mentioned
above, these results are from flow fields which have been
averaged (in time) over four flowthrough times. The nor-
malized streamwise velocity profiles are shown in figure
19. Good agreement is obtained both in the shape and
self-similar nature of the curves. Note that the horizontal
axis coordinate for this case has been non-dimensionalized
using the shear thickness rather than the vorticity thick-
ness. This is because the vorticity thickness growth is
predicted as being somewhat irregular for this case (un-
like the M, = 0.51 case). Thus, when this quantity is used
as the normalizing factor, an artificial scattering is intro-
duced. The shear thickness does not, in general, exhibit
the same problem. In other respects, the results for this
case were analyzed in the same manner as the M, = 0.51
case.

Discrepancies between experiment and simulation be-
come more apparent when turbulent quantities are exam-
ined. While the low-speed side of the curve is reasonably
well predicted, the streamwise turbulence intensity pro-
files (shown in figure 20) are significantly overpredicted
on the high-speed side. In general, the magnitude is also
somewhat overpredicted. In addition, the width of the
profile appears to be greater than in the experiments.
The results are, however, self-similar. The self-similarity
indicates that the problem is not growing spatially, but
the dynamic model coefficients and v, may be similarly in
error everywhere in the domain. One possible factor caus-
ing this is the use of a pressure switch in the computation
of v.. A density switch might be more appropriate in this
case, since the terms which are being modeled are directly
related to density, and only indirectly to pressure. Un-
fortunately, the experimental data did not contain error
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Figure 19: Normalized mean velocity profiles in the M, =
0.86 mixing layer

estimates, so it is impossible to say whether any part of
the observed discrepancies might be due to experimental
€rror.
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Figure 20: Profiles of streamwise turbulence intensity in
the M. = 0.86 mixing layer

This trend of reasonable predictions on the low-speed
side and overprediction on the high speed side is seen on
almost all of the turbulent quantities. The lateral turbu-
lence intensity profiles, for example, are shown in figure
21. As before, they are somewhat skewed toward the high
speed side of the flow, and the peak magnitude is overpre-
dicted, though not as much as is the streamwise intensity.
Again, the profiles are strongly self-similar.

The Reynolds stress profiles, shown in figure 22. are
similarly skewed, but the magnitude is overpredicted to
a greater degree than in the previous two plots. This is
similar to the behavior that is observed in the Al = 0.51
simulations, as shown above.

Third order correlations (figures 23 and 24) show a sim-

11

nc.

0.15 T T T T T

Ax=180mm- Exp.
Vx=210ram- Exp.
<r=250mum- Exp.
— — x=180mm~LES
— - - x=210mm~-LES

*om——x x=250mm- LES

o /(U,~-U,)

0.00 . 1 . L
-0.5 0.0 0.5 1.0 1.5

O=Yes) /&

Figure 21: Profiles of lateral turbulence intensity in the
M, = 0.86 mixing layer
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Figure 22: Reynolds stress profiles in the M, = 0.86 mix-
ing layer
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Figure 23: Profiles of streamwise turbulent transport of
turbulent energy in the M, = 0.86 mixing layer
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Figure 24: Profiles of lateral turbulent transport of tur-
bulent energy in the M, = 0.86 mixing layer

ilar trend of overpredicting the high-speed side and better
agreement on the low-speed side. These are plots of the
transport of turbulent kinetic energy by streamwise and
lateral velocity fluctuations, respectively. Streamwise ve-
locity skewness (figure 25) shows excellent agreement on
the low-speed side of the mixing layer. Again, however,
the high speed side of the mixing layer is not correctly
predicted. Instead of the flattened character found in
this region in the experiment, the profiles take the same
general shape as was observed in the M, = 0.51 mixing
layer. The same basic trend is visible in the lateral veloc-
ity skewness, shown in figure 26. This quantity, however,
is underpredicted on the low-speed side, in contrast to the
previously mentioned quantities.
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Figure 25: Streamwise velocity skewness profiles in the
M, = 0.86 mixing layer

The behavior of the velocity flatness (figures 27 and
28) is similar to the above skewness profiles. Again, the
high-speed side is incorrectly predicted in much the same
shape as for M, = 0.51, while the low-speed side is in
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Figure 26: Profiles of lateral velocity skewness in the
M. = 0.86 mixing layer

reasonably good agreement with experiment. As with the
lower Mach number case, the profiles become extremely
unstable on the high-speed side beyond the edge of the
mixing layer (non-dimensional coordinates greater than
about 0.6) due to the drop-off in predicted turbulence
intensity in that region.
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Figure 27: Profiles of streamwise velocity flatness in the
M, = 0.86 mixing layer

8 Conclusions

The current scheme, in combination with the compress-
ible local dynamic subgrid model, has been shown to
work reasonably well for turbulent flows with low to mod-
erate compressibility- even when relatively coarse grids
are used. In the decaying isotropic turbulence cases, the
scheme closely matched experimental and DNS results. In
the spatial mixing layer cases, the simulations compared
extremely well with experiment for the lower convective

12
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Figure 28: Lateral velocity flatness profiles in the M, =
0.86 mixing layer

Mach number case. The higher convective Mach num-
ber case also captured the growth of the shear layer, as
well as the expected self-similarity. Many of the expected
qualitative features of the flow were also resolved.

It appears, however, that the model is not properly
predicting a fundamental feature of highly compressible
turbulence. Specifically, it is not capturing the full ex-
tent of the suppression of turbulence in the high speed
region with increasing compressibility. This is illustrated
in figure 29 which shows that the peak magnitudes of
the streamwise and lateral turbulent intensities, as well
as the Reynolds stress. While Elliott observed decreases
in all three quantities, the current work predicts only a
slight decrease in the streamwise intensity. Goebel and
Dutton®® (also see Gruber et al.*?) observed a trend sim-
ilar to that of the present work: streamwise intensity re-
mained roughly constant as Mach number increased. The
behavior of the lateral intensity and Reynolds stress, how-
ever, does not agree with either set of experiments. While
these values do decrease with increasing convective Mach
number, they do not do so to the extent predicted by
experiment.

Based on the above plots, it would seem that the ma-
jority of the error is from the high speed side of the mix-
ing layer, rather than uniformly distributed throughout.
From the experimental results, it appears that strong
compressibility effects are felt strongly on the high speed
side of the mixing layer, and these effects are not being
correctly captured by the model. Thus, while the method
appears to be adequate for low to moderate compress-
ibility, the present results suggest that more research is
needed to enhance the accuracy for highly compressible,
high Reynolds number flows.
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Figure 29: Maximum turbulence intensities and Reynolds
stress versus convective Mach number
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